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ABSTRACT

Metalenses for optical beam manipulation have a significant impact in many exciting applications due their compact, planar geometry
and ease of fabrication. However, the enormous physical size of metalenses relative to the optical wavelength provides a barrier to
performing accurate simulations in a reasonable time frame. In principle, full-wave simulation techniques, such as the finite-difference time-
domain (FDTD) method, are ideal for metalens modeling as they give an accurate picture of the device performance. However, when applied
using traditional computing platforms, this approach is infeasible for large-diameter metalenses and requires hours and days to simulate
even devices of modest size. To alleviate these issues, the standard approach has been to apply approximations, which typically employ sim-
plified models of the metalens unit cells or ignore coupling between cells, leading to inaccurate predictions. In this Perspective, first, we sum-
marize the current state of the art approaches in simulating large scale, three-dimensional metalenses. Then, we highlight that advances in
computing hardware have now created a scenario where the full-wave simulation of large area metalenses is feasible within a reasonable time
frame, providing significant opportunities to the field. As a demonstration, we show that a hardware-accelerated FDTD solver is capable of
simulating a fully 3D, large area metalens of size 100k � 100k, including the focal length, in under 5min. The application of hardware-
accelerated, full-wave simulation tools to metalens simulation should have a significant impact in the metalens field and the greater photonics
community.

VC 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0071245

Metasurfaces are planar photonic devices comprised of a collec-
tion of a large number of unit cells, which are selected and arranged in
ways that give rise to a wide range of useful behaviors.1 Metalenses are
one common class of metasurfaces, in which the unit cells are designed
to impart a specific, position-dependent phase shift to transmitted
light, which gives rise to a global focusing effect.2 As metalenses are
typically fabricated as a wavelength-scale thick layer on a planar sur-
face using standard nanofabrication techniques, their compactness
makes them compelling alternatives to traditional, bulky optical com-
ponents. This functionality presents many exciting opportunities for
optical beam manipulation in microscopy,3 imaging,4 and augmented
reality,5 among other applications.

The ability to accurately simulate metalenses in a reasonable time
frame is vital both to understanding their fundamental properties and
to engineering and optimizing their performance. Ideally, one would

use a general electromagnetic simulation tool, such as a finite-difference
time-domain (FDTD)6,7 package, to model the device. However, as the
diameter of most metalenses operating in the visible wavelength spec-
trum can range from several hundred micrometers to centimeters,2 the
run-time and memory requirements render traditional simulation pro-
cesses infeasible. As such, most full-wave metalens modeling studies are
restricted to structures exhibiting either translational8,9 or axial10,11 sym-
metry, restricting the simulation to two dimensions and limiting the
number of degrees of freedom available in the design as a result. While
recent works have shown the simulation and optimization of fully 3D
metalenses with diameters just over 50 k,12,13 these simulations each
required over an hour of run-time on CPU platforms containing over
eight cores. As such, an alternative approach is required to handle the
typical case of metalenses that are significantly larger and, therefore,
require far more computational resources.
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The standard approach used to model large scale, three-
dimensional metalenses is to approximate the device response by
breaking the calculation into simpler components, typically at the scale
of the individual unit cell. A common strategy is to perform individual
simulations of each unit cell within a set of designs, which gives a
library of phase and amplitude responses that can be used in models
that estimate the far-field response of a full device.14 To improve the
accuracy of this approach, hybrid models have been developed, which
retain the full-wave field patterns in individual simulations through
either locally periodic approximation approaches8,15 or unit cell simu-
lations with overlapping domains.16 While these techniques may
improve the accuracy of the simulations, they require substantial com-
putational resources and can be challenging to implement. Moreover,
the errors introduced by these techniques remain uncontrolled. Not
only is the error difficult to estimate, but it is also challenging to reduce
systematically through these methods. While these types of approaches
can provide some important understanding of the metalens response,
they ignore much of the full-wave information and neglect cell-to-cell
coupling effects, motivating the need for methods with greater
accuracy.17

A straightforward strategy for scaling full-wave simulations to
larger devices is to employ massive parallelization of CPU-based com-
puting platforms.18 However, this approach quickly becomes infeasible
due to memory bandwidth limitations of CPUs, meaning that contin-
ued parallelization can only provide benefit up to a limit that is quickly
reached before this approach is useful for large scale metalens prob-
lems. As such, a fundamentally different approach to computing hard-
ware is worth considering for metalens simulation.

In recent years, specialized computing hardware, such as graphics
processing units (GPUs) and tensor processing units (TPUs), have rev-
olutionized computation in industries such as computer graphics19

and machine learning20 by providing significant acceleration beyond
the capability of traditional CPUs. In the area of scientific simulation,
the application of specialized hardware is emerging, and impressive
speed up of calculations by orders of magnitude when compared to
conventional CPU-based modeling21 has been demonstrated. This
approach has also been applied to electromagnetic simulation22–24

with promising results.
In this Perspective, we argue that a similar application of

hardware-accelerated electromagnetic simulation will enable the simu-
lation of large area metalenses with full-wave accuracy. As a demon-
stration that highlights the potential of this approach, we employ the
use of a hardware-accelerated FDTD solver developed within our
group, titled “Tidy3D,”25 for the simulation of a three-dimensional
metalens of record size. We show that the solver can perform simula-
tions of large area metalenses with a turnaround time on the minutes
scale. Then, we make use of this capability to achieve significant per-
formance improvement over a conventional metalens design through
optimization.

As illustrated in Fig. 1(a), the structure of interest is a fully 3D
metalens structure with a diameter of 100k, and the simulation region
includes the space containing the focal plane. The design of the metal-
ens itself is based on a commonly cited recent experimental work3 and
is described as follows. The metalens is defined on top of a square SiO2

substrate with dimensions of 100k � 100k in the xy plane. The metal-
ens has a desired numerical aperture (NA) of 0.8, giving a focal length
of 37k in the z direction. To accommodate the fields along the focal

axis, the simulation extends for a total of 46k in the z direction.
Periodic boundary conditions are employed in the x and y boundaries,
and a convolutional perfectly matched layer26 is employed in the z
boundary. A resolution of k/18 is used along with subpixel smoothing
of the permittivity distribution. This choice was verified through a res-
olution scan and is consistent with other works.17 The total simulation
size is 100k � 100k � 46k (66� 66� 30:36lm2), which requires
2.68� 106 grid cells at this resolution.

The metalens unit cell is defined by a rectangular TiO2 structure
sitting on the substrate. The dimension of the cell is chosen such that
it operates as a half waveplate, converting a fraction of the right-hand
circularly polarized incident light to left-hand circular polarization and
creating constructive interference at the focal spot. To obtain the
desired phase shift for focusing, each TiO2 structure centered at posi-
tion (x, y) in the plane is oriented at an angle h from the x-axis, given
by

hðx; yÞ ¼ p
k

f �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 þ x2 þ y2

p� �
: (1)

This formula can be derived by a simple model of constructive inter-
ference assuming each metacell imparts a phase shift of 2h, the details
of which are described in other works.3 The entire metalens contains
10 000 such unit cells, which are arranged in a rectangular grid as
shown in Fig. 1(a).

An approach commonly employed in metalens simulation is to
record only the transmitted electric and magnetic near-field distribu-
tion and use these fields to extrapolate far-field information using the
free space Green’s function,8 beam propagation method,27 or near-
field to far-field transformation.6 Such a technique enables one to sim-
ulate a thin slice in the z direction instead of a large volume, which
reduces run-time and memory requirements. While these techniques

FIG. 1. (a) 3D rendering of metalens being simulated, including the focal length.
(Inset) Description of the metalens unit cell. S¼ 660 nm, L¼ 410 nm, and W¼
80 nm. (b) Electric field intensity at a limited section of the x-y focal plane. (c)
Electric field intensity at a limited section of the x-z cross-sectional plane. Note the
difference in the scale bars between (b) and (c).
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are compatible with our simulation, the speed of our solver gives us
the benefit of not relying on such an approach to extract simulation
results. As such, we choose to employ a simpler, full domain modeling
that retains the full accuracy solution of Maxwell’s equations in the
entire domain.

A right circularly polarized source was injected below the sub-
strate with Gaussian time dependence. The spectral bandwidth of the
pulse is 0.1 times the central wavelength at k ¼ 660nm. The simula-
tion was run for 6235 time steps, and the steady state fields at the cen-
tral wavelength were recorded along several output planes using a
running discrete Fourier transform method.6 Although only the fields
at the central frequency were measured, full spectral information may
be obtained from the same simulation by including additional fre-
quency probes with only marginal degradation to the performance.
The electric intensity patterns at the focal plane and the x-z cross sec-
tion are shown in Figs. 1(b) and 1(c), respectively.

The simulation was run on an elastic network of NVIDIA GPUs.
The total simulation took 288 seconds, consisting of 99 s of setup and
189 s of time stepping through the FDTD algorithm.

From the resulting field patterns, the focal spot exhibited a
FWHM of 440nm and a Strehl ratio of 0.83, as defined in Ref. 3. The
focusing efficiency, as defined in our case by the ratio of power passing
through a square with side length six times the FWHM of the diffrac-
tion limited spot (420nm) at the focal plane to the incident power,
was measured at 57.7%. These metrics are close to the experimental
measurements performed on the similar design from Ref. 3.

To demonstrate the usefulness of this simulation capability for
improving device performance, here we demonstrate a brute force
optimization of the previous design. For this demonstration, we take a
smaller version of the metalens with a 21k� 21k array of unit cells.
Starting from the design outlined in Eq. (1), we seek to adjust each of
the 441 angles sequentially to maximize the focusing efficiency (g) of
the lens as defined in the previous paragraph.

The optimization routine is described as follows. The starting
design exhibits an g of 57.5%, which we take as our baseline. We visit
each unit cell in the array row by row and perform a line search of the
unit cell angle (h) to locally maximize g. In this line search, h is first
perturbed in the counterclockwise direction and the change in g is
measured. If the change is positive, then h is further perturbed coun-
terclockwise until g no longer increases. On the other hand, if the ini-
tial change is negative, then g is perturbed in the clockwise direction
until g no longer increases. All perturbations are done in increments
of 5�. After perturbing the angle of the unit cell, we leave the angle at
its most optimal value for maximizing g and continue to the next unit
cell. After visiting each unit cell in the metalens, the routine is repeated
twice over the entire structure in the same order, leading to more
improvement each pass.

The results of the optimization are shown in Fig. 2. As shown in
Fig. 2(a), at the end of the optimization routine, g is improved from
57.5% to 63.5%, which is a relative change of 10.4%. The individual
simulations completed in 4 s with 3000 total simulations required for a
total optimization time of 3.5 hours. The final device exhibits minor
shifts in angle at most unit cells with the change in angle visualized in
Fig. 2(b).

While the speed of our solver enables one to handle large scale,
brute force optimizations of this kind, it may be equally applied to
other, more sophisticated algorithms for metalens design.28,29 One

such example is the adjoint method,12,30 wherein one may compute
the gradient of g with respect to all unit cell angles using just two sim-
ulations, providing the ability to do parallel updates of all design
parameters and thereby reduce the total number of simulations
required. While advanced optimization algorithms are useful for
improving the device performance, sequential routines involving
numerous simulations, such as parameter scans, are still common-
place, and having a high speed simulation capability alone will greatly
reduce the effort and wait time required by such studies.

As these findings demonstrate, the application of hardware-
acceleration to electromagnetic simulation provides a promising path
toward the full-wave modeling and optimization of large scale metal-
enses within a reasonable time frame. Such techniques put simulation
of metalenses of the millimeter and centimeter scale within reach,
which is of significant interest for both accurate modeling and perfor-
mance improvement of industrial-scale metalens designs.
Furthermore, the use of full-wave simulation methods, such as FDTD,

FIG. 2. (a) Progress of optimization in focusing efficiency (left) and relative improve-
ment (right) vs number of simulations (top) and total solver time (bottom). (b)
Change in angle of each cell resulting in optimization. Red circles indicate a clock-
wise change, and blue cells indicate a counterclockwise change. The circle radius
is proportional to the magnitude of the angle change, and the maximum circle size
corresponds to a magnitude of 0.436 rad.
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enables opportunities in simulating more complex physics in metalens
systems such as re-programmable31 and nonlinear32 devices.

Access to simulation tools with this capability remains a chal-
lenge as the most commonly used electromagnetic simulation tools do
not currently support hardware-acceleration. Simulation tools that do
support hardware-acceleration are largely proof-of-principle and,
therefore, lack the features required for complex photonic device
modeling. Additionally, there are challenges associated with deploying
FDTD and other numerical methods at scales beyond those that have
been tested before. For example, numerical dispersion can become a
significant problem when modeling wave propagation over large
length scales, and numerical instabilities associated with dispersive
material models often cause divergences in simulations running for a
large number of time steps. Despite these challenges, the application of
hardware-accelerated simulation will inevitably have wide ranging
implications, both to metalenses and to the broader field of photonics.
Some exciting possibilities include the simulation of entire photonic
integrated circuits, photo-lithography systems, and photonic crystal
devices without approximation and at a scale previously thought to be
infeasible.

The authors wish to acknowledge the help of Lei Zheng for
technical assistance.

All authors have a financial interest in Flexcompute, Inc.,
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DATA AVAILABILITY

The data that support the findings of this study are openly avail-
able in https://github.com/flexcompute/metalens.
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